1. Introduction

Weil sums are exponential sums whose summation runs over the evaluation mapping of a particular function. Explicitly they have the form

$$\sum_{x \in \mathbb{F}_q} \chi(f(x))$$

where $\mathbb{F}_q$ denotes the finite field of $q$ elements ($q = p^e$ for $p$ a prime) and $f \in \mathbb{F}_q[X]$. In a recent article [2] the author gave explicit evaluations of all Weil sums with $f(X) = aX^{p^e+1}$ and $p$ odd. These were obtained mostly through generalising methods used by Carlitz in [1] who obtained explicit evaluations of Weil sums with $f(X) = aX^{p^e+1} + bX$, $p$ odd.

In this article we complete the work begun in [2]. By generalising some of the methods employed by Carlitz in [1] we obtain explicit evaluations of the exponential sums

$$\sum_{x \in \mathbb{F}_q} \chi(aX^{p^e+1} + bx)$$

with $b \neq 0$. Clearly the case $b = 0$ was dealt with in [2]. Further, we highlight our motivation for studying these Weil sums and obtain an alternative, but much longer, proof of when the polynomial $X^{p^e+1}$ is planar, see [4, Theorem 3.3]. We conclude by extending our results to include the explicit evaluations of all Weil sums with $f(X) = aX^{p^e+1} + L(X)$ where $L \in \mathbb{F}_q[X]$ is a linearised polynomial. Theorem 5.1 states the results of this paper in their broadest context.

Throughout this article $\mathbb{F}_q$ will denote the finite field of $q$ elements with $q = p^e$ odd, $\alpha$ will denote a natural number and $d = \gcd(\alpha, e)$. Henceforth, we will use $(\alpha, e)$ as shorthand for $\gcd(\alpha, e)$. We denote the non-zero elements of $\mathbb{F}_q$ by $\mathbb{F}_q^*$. We shall denote by $Tr$ the absolute trace function and use $Tr_t$ to denote the trace function $Tr_{\mathbb{F}_q/\mathbb{F}_p^t}$ where $t$ divides $e$. The canonical additive character of $\mathbb{F}_q$, denoted $\chi_1$, is given by

$$\chi_1(x) = e^{2\pi i Tr(x)/p}$$
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for all $x \in \mathbb{F}_q$. Note that $\chi_1(x^p) = \chi_1(x)$ and $\chi_1(-x) = \overline{\chi_1(x)}$ for all $x \in \mathbb{F}_q$. Any additive character $\chi_a$ of $\mathbb{F}_q$ can be obtained from $\chi_1$ by $\chi_a(x) = \chi_1(ax)$ for all $x \in \mathbb{F}_q$. Due to this fact we only explicitly evaluate the Weil sums with $\chi = \chi_1$ as it is possible to evaluate the Weil sums for any non-trivial additive character simply by manipulating the results obtained, see Theorem 5.1. We denote by $S_\alpha(a, b)$ the Weil sum given by

$$S_\alpha(a, b) = \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^\alpha+1} + bx).$$

If we now let $g$ be a fixed primitive element of $\mathbb{F}_q$ then we can, for each $j = 0, \ldots, q - 2$, define a multiplicative character $\lambda_j$ of $\mathbb{F}_q$ by

$$\lambda_j(g^k) = e^{2\pi i j k/(q-1)}$$

for $k = 0, \ldots, q - 2$. We shall use $\eta$ to denote the quadratic character of $\mathbb{F}_q$, that is $\eta = \lambda_{(q-1)/2}$.

As with the results obtained in [2] the results of the current paper split into two distinct cases. In this article the different scenarios that arise depend on whether the polynomial $a^{p^\alpha}X^{p^{\alpha+1}} + aX$ is a permutation polynomial or not. A polynomial $f \in \mathbb{F}_q[X]$ is called a permutation polynomial if it induces a permutation of $\mathbb{F}_q$. Our two main results concerning the evaluation of $S_\alpha(a, b)$ are given in the following two theorems.

**Theorem 1.** Let $q$ be odd and suppose $f(X) = a^{p^\alpha}X^{p^{\alpha+1}} + aX$ is a permutation polynomial over $\mathbb{F}_q$. Let $x_0$ be the unique solution of the equation $f(x) = -b^{p^\alpha}$, $b \neq 0$. The evaluation of $S_\alpha(a, b)$ partitions into the following two cases.

(i) If $e/d$ is odd then

$$S_\alpha(a, b) = \begin{cases} 
(-1)^{e-1} \sqrt{q} \eta(-a) \chi_1(ax_0^{p^\alpha+1}) & \text{if } p \equiv 1 \text{ mod } 4 \\
(-1)^{e-1} \sqrt{q} \eta(-a) \chi_1(ax_0^{p^{\alpha+1}}) & \text{if } p \equiv 3 \text{ mod } 4.
\end{cases}$$

(ii) If $e/d$ is even then $e = 2m$, $a^{(q-1)/(p^{\alpha+1})} \neq (-1)^{m/d}$ and

$$S_\alpha(a, b) = (-1)^{m/d} p^m \chi_1(ax_0^{p^{\alpha+1}}).$$

**Theorem 2.** Let $q = p^e$ be odd and suppose $f(X) = a^{p^\alpha}X^{p^{\alpha+1}} + aX$ is not a permutation polynomial over $\mathbb{F}_q$. Then for $b \neq 0$ we have $S_\alpha(a, b) = 0$ unless the equation $f(x) = -b^{p^\alpha}$ is solvable. If this equation is solvable, with some solution $x_0$ say, then

$$S_\alpha(a, b) = -(-1)^{m/d} p^{m+d} \chi_1(ax_0^{p^{\alpha+1}}).$$

Excluding the last section, the remainder of this paper will be devoted to proving the above two theorems. In the last section we extend the results...
of this paper and conclude by discussing planar functions and the relevance of the results of this paper to them.

2. Relevant Results

The following lemma on greatest common divisors will prove a useful tool.

**Lemma 2.1** ([2, Lemma 2.6]). Let \( d = (\alpha, e) \) and \( p \) be odd. Then

\[
(p^\alpha + 1, p^e - 1) =
\begin{cases}
2 & \text{if } e/d \text{ is odd} \\
p^d + 1 & \text{if } e/d \text{ is even}.
\end{cases}
\]

The next result will play an important part in the structure and results of this article.

**Lemma 2.2** ([2, Theorem 4.1]). The equation

\[ a^{p^\alpha} x^{p^2\alpha} + ax = 0 \]

is solvable for \( x \in \mathbb{F}_q^* \) if and only if \( e/d \) is even with \( e = 2m \) and

\[ a^{(q-1)/(p^d+1)} = (-1)^{m/d}. \]

In such cases there are \( p^{2d} - 1 \) non-zero solutions.

We note that [2, Theorem 4.1] claims this result for \( e \) even only. However, the proof given in [2] does not rely on this assumption and in fact proves the more general result given above. We make the following observations in regards to Lemma 2.2. Let \( f(X) = a^{p^\alpha} X^{p^2\alpha} + aX \). The polynomial \( f \) belongs to the well known class of polynomials called linearised (or affine) polynomials. These polynomials have been extensively studied, see [6] for some of their properties. In particular, a linearised polynomial is a permutation polynomial of \( \mathbb{F}_q \) if and only if \( x = 0 \) is its only root in \( \mathbb{F}_q \), see [6, Theorem 7.9]. Lemma 2.2 thus tells us that \( f \) is a permutation polynomial of \( \mathbb{F}_q \) with \( q = p^e \) if and only if \( e/d \) is odd or \( e/d \) is even with \( e = 2m \) and

\[ a^{(q-1)/(p^d+1)} \neq (-1)^{m/d}. \]

To end this section we recall the main results on \( S_\alpha(a, b) \) obtained in [2].

**Theorem 2.3** ([2, Theorem 1]). Let \( e/d \) be odd. Then

\[
S_\alpha(a, 0) =
\begin{cases}
(-1)^{e-1} \sqrt{q} \eta(a) & \text{if } p \equiv 1 \text{ mod 4} \\
(-1)^{e-1} i^e \sqrt{q} \eta(a) & \text{if } p \equiv 3 \text{ mod 4}.
\end{cases}
\]

**Theorem 2.4** ([2, Theorem 2]). Let \( e/d \) be even with \( e = 2m \). Then

\[
S_\alpha(a, 0) =
\begin{cases}
p^m & \text{if } a^{(q-1)/(p^d+1)} \neq (-1)^{m/d} \text{ and } m/d \text{ even} \\
-p^m & \text{if } a^{(q-1)/(p^d+1)} \neq (-1)^{m/d} \text{ and } m/d \text{ odd} \\
p^{m+d} & \text{if } a^{(q-1)/(p^d+1)} = (-1)^{m/d} \text{ and } m/d \text{ odd} \\
-p^{m+d} & \text{if } a^{(q-1)/(p^d+1)} = (-1)^{m/d} \text{ and } m/d \text{ even}.
\end{cases}
\]
It should be clear by referring to Lemma 2.2 that the cases given in Theorems 2.3 and 2.4 differentiate between when the polynomial \( a^p X^{p^2} + aX \) is a permutation polynomial and when it is not.

3. Evaluating \( S_\alpha(a, b) \) when \( a^p X^{p^2} + aX \) permutes \( \mathbb{F}_q \)

Throughout this section we assume that the polynomial \( a^p X^{p^2} + aX \) is a permutation polynomial of \( \mathbb{F}_q \). Lemma 2.2 implies that either \( \frac{e}{d} \) is odd or that \( \frac{e}{d} \) is even with \( e = 2m \) and \( a^{(q-1)/(p^d+1)} \neq (-1)^{m/d} \).

Theorem 3.1. Suppose the polynomial \( f(X) = a^{p^\alpha} X^{p^2} + aX \) is a permutation polynomial over \( \mathbb{F}_q \). Then

\[
S_\alpha(a,b) S_\alpha(-a,0) = q \frac{\chi_1(ax_0^{p^\alpha+1})}{\chi_1(a^{p^\alpha+1})}
\]

where \( x_0 \) is the unique solution to the equation

\[
a^{p^\alpha} x^{p^2} + ax + b^{p^\alpha} = 0.
\]

Proof. We have

\[
S_\alpha(a,b) S_\alpha(-a,0) = \sum_{w,y \in \mathbb{F}_q} \chi_1(a^{p^\alpha+1} + bw) \chi_1(-ay^{p^\alpha+1})
\]

\[
= \sum_{x,y \in \mathbb{F}_q} \chi_1(a(x+y)^{p^\alpha+1} + b(x+y)) \chi_1(-ay^{p^\alpha+1})
\]

\[
= \sum_{x,y \in \mathbb{F}_q} \chi_1(a(x+y)^{p^\alpha+1} + b(x+y) - ay^{p^\alpha+1})
\]

\[
= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^\alpha+1} + bx) \sum_{y \in \mathbb{F}_q} \chi_1(ax^{p^\alpha} y + axy^{p^\alpha} + by)
\]

\[
= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^\alpha+1} + bx) \sum_{y \in \mathbb{F}_q} \chi_1(y^{p^\alpha}(a^{p^\alpha} x^{p^2} + ax + b^{p^\alpha}))
\]

\[
= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^\alpha+1} + bx) \sum_{y \in \mathbb{F}_q} \chi_1(y^{p^\alpha}(f(x) + b^{p^\alpha})).
\]

The inner sum is zero unless \( f(x) = -b^{p^\alpha} \). Since \( f \) is assumed to be a permutation polynomial there exists a unique \( x_0 \) satisfying \( f(x_0) = -b^{p^\alpha} \).
So the inner sum is zero unless \( x = x_0 \) in which case it is \( q \). Finally, we have

\[
\chi_1(ax_0^{p^\alpha+1} + bx_0) = \chi_1(x_0(ax_0^{p^\alpha} + b)) \\
= \chi_1(x_0^{p^\alpha} (ax_0^{p^\alpha} + b)^{p^\alpha}) \\
= \chi_1(x_0^{p^\alpha} (a^{p^\alpha} x_0^{2p^\alpha} + b^{p^\alpha})) \\
= \chi_1(-ax_0^{p^\alpha+1}) \\
= \chi_1(ax_0^{p^\alpha+1}).
\]

The result follows. \( \square \)

Theorem 3.1 clearly outlines how to evaluate \( S_\alpha(a, b) \) under the assumed conditions. The proof of Theorem 1 follows by combining Theorems 2.3 and 2.4 with Theorem 3.1. (Note that \( i^{e} = i^{3e} \).) In connection with Theorem 1 we have the following lemma.

**Lemma 3.2.** Let \( q, f(X) \) and \( x_0 \) be as in Theorem 1. If \( e/d \) is odd then

\[
x_0 = -\frac{1}{2} \sum_{j=0}^{e/d-1} (-1)^j a^{-(p(2j+1)^\alpha+1)/(p^\alpha+1)}b^{p(2j+1)^\alpha}.
\]

**Proof.** Let \( j \) be an integer and raise both sides of the equation \( f(x_0) = -b^{p^\alpha} \) by \( p^{2j\alpha} \). This gives the equations

\[
a^{p(2j+1)^\alpha}x_0^{p(2j+2)^\alpha} + a^{p^{2j\alpha}}x_0^{p^{2j\alpha}} = -b^{p(2j+1)^\alpha}.
\]

Now multiplying both sides by

\[
(-1)^j a^{-(p(2j+1)^\alpha+1)/(p^\alpha+1)}
\]

yields the equations

\[
(-1)^j a^{(p(2j+2)^\alpha-1)/(p^\alpha+1)}x_0^{p(2j+2)^\alpha} + (-1)^j a^{(p^{2j\alpha}-1)/(p^\alpha+1)}x_0^{p^{2j\alpha}}
\]

\[
= -(-1)^j a^{-(p(2j+1)^\alpha+1)/(p^\alpha+1)}b^{p(2j+1)^\alpha}.
\]

If we now add these equations with \( 0 \leq j \leq e/d - 1 \) we obtain

\[
-\sum_{j=0}^{e/d-1} (-1)^j a^{-(p(2j+1)^\alpha+1)/(p^\alpha+1)}b^{p(2j+1)^\alpha}
\]

\[
= x_0 + (-1)^{(e/d)-1} a^{(p(2e/d)^\alpha-1)/(p^\alpha+1)}x_0^{(p(2e/d)^\alpha)}
\]

\[
= x_0 + (-1)^{(e/d)-1} a^{(q^{2\alpha/d}-1)/(p^\alpha+1)}x_0^{q^{2\alpha/d}}
\]

\[
= x_0\left(1 + a^{(q^{\alpha/d}-1)(q^{\alpha/d+1})/(p^\alpha+1)}\right).
\]
Since \( e/d \) is odd \( p^a + 1 \) must divide \( q^{a/d} + 1 \). Thus \( q - 1 \) divides \( (q^{a/d} - 1)(q^{a/d} + 1)/(p^a + 1) \) and so \( a(q^{a/d} - 1)(q^{a/d} + 1)/(p^a + 1) = 1 \). Thus the right hand side of (2) simplifies to 2\( x_0 \) and so

\[
x_0 = -\frac{1}{2} \sum_{j=0}^{e/d-1} (-1)^j a^{-(p^{(2j+1)a}+1)/p^a+1} \cdot \frac{1}{b^{(2j+1)a}}.
\]

We claim this determines the unique solution \( x_0 \) satisfying \( f(x_0) = -b^a \). \( \square \)

Determining \( x_0 \) with \( e/d \) even appears to be a more difficult task. By using a similar method to the proof just given, but summing over \( j \) for \( 0 \leq j \leq m/d - 1 \), we can arrive at a similar point in the proof. We will find the right hand side of (1) equal to \( x_0 \left( 1 - (-1)^{m/d} a(q^{a/d} - 1)/(p^a + 1) \right) \). However, it is unclear whether this method then leads to a solution as it is not certain that \( a(q^{a/d} - 1)/(p^a + 1) \neq (-1)^{m/d} \) even though \( a(q-1)/(p^d + 1) \neq (-1)^{m/d} \).

4. Evaluating \( S_\alpha(a, b) \) when \( a^p X^{2a} + aX \) does not permute \( \mathbb{F}_q \)

We now assume that the polynomial \( f(X) = a^p X^{2a} + aX \) is not a permutation polynomial. It is immediate from this assumption that there exists solutions \( x \in \mathbb{F}_q^* \) satisfying \( f(x) = 0 \). That is, there are \( x \in \mathbb{F}_q \) satisfying \( x^{2a-1} = -a^{1-p^a} \). The method of evaluation, although slightly more involved, is similar to that used in the previous section.

**Theorem 4.1.** Suppose the polynomial \( f(X) = a^p X^{2a} + aX \) is not a permutation polynomial over \( \mathbb{F}_q \). Then \( S_\alpha(a, b) = 0 \) unless the equation

\[
f(x) = -b^a \tag{3}
\]

is solvable. If this is solvable then

\[
S_\alpha(a, b)S_\alpha(-a, 0) = q \chi_1(a x_0^{p^a+1}) \sum_{\beta \in \mathbb{F}_q^{2a}} \chi_1(a(\beta c)^{p^a+1})
\]

where \( x_0 \) is any solution to (3) and \( c \in \mathbb{F}_q^* \) satisfies \( f(c) = 0 \).

**Proof.** As in the proof of Theorem 3.1 we have

\[
S_\alpha(a, b)S_\alpha(-a, 0) = \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^a+1} + bx) \sum_{y \in \mathbb{F}_q} \chi_1(y^{p^a} f(x) + b^a).
\] \( \tag{4} \)

The inner sum is zero (and so too is \( S_\alpha(a, b) \)) unless \( f(x) = -b^a \) has a solution. Suppose that this equation is solvable. Dividing through by \( a^p \) we have

\[
x^{2a} + a^{1-p} x + (ba^{-1})^{p^a} = 0.
\]
Let \( c \in \mathbb{F}_q^* \) satisfy \( f(c) = 0 \) so that \( c^{p^2}a^2 = a^{1-p} \). Our equation becomes
\[
x^{p^2} - c^{p^2}a^2x + (ba^{-1})p^2 = 0
\]
and dividing by \( c^{p^2} \) we obtain
\[
(c^{-1}x)^{p^2} - c^{-1}x = -(ba^{-1}c^{-p})a^2.
\]
If this equation is solvable then there are \( p^{2d} \) solutions given by \( x = x_0 + c\beta \) where \( x_0 \) is any solution of (3) and \( \beta \in \mathbb{F}_{p^2}^* \). To see that there can only be \( p^{2d} \) solutions suppose \( x_0 \) and \( x_1 \) are solutions of \( f(x) = -b^p \). Then we must have \( f(x_0) = f(x_1) \) and \( f(x_0 - x_1) = 0 \). This implies that \( x_0 - x_1 = \beta c \) for some \( \beta \in \mathbb{F}_{p^2}^* \). Thus we have accounted for all solutions of (3). Returning to (4) we find
\[
S_{\alpha}(a, b)S_{\alpha}(-a, 0) = q \sum_{\beta \in \mathbb{F}_{p^2}^*} \chi_1(a(x_0 + \beta c)^{p^2+1} + b(x_0 + \beta c)). \tag{5}
\]
For any \( x \) of the form \( x = x_0 + \beta c \) we have
\[
Tr(a(x_0 + \beta c)^{p^2+1} + b(x_0 + \beta c))
\]
\[
= Tr(ax_0^{p^2} + bx_0) + Tr(a\beta^{p^2} + ae^{p^2}x_0 + b\beta c)
\]
\[
= Tr(ax_0^{p^2} + bx_0) + Tr(a\beta^{p^2} + ea^{p^2}x_0 + b\beta c)
\]
\[
= Tr(ax_0^{p^2} + bx_0) + Tr(a\beta^{p^2} + ea^{p^2}x_0 + b\beta c).
\]
Combining this identity with (5) we obtain
\[
S_{\alpha}(a, b)S_{\alpha}(-a, 0) = q \sum_{\beta \in \mathbb{F}_{p^2}^*} \chi_1(a(x_0 + \beta c)^{p^2+1} + b(x_0 + \beta c))
\]
\[
= q \sum_{\beta \in \mathbb{F}_{p^2}^*} \chi_1(ax_0^{p^2} + bx_0) \chi_1(a\beta^{p^2} + ea^{p^2}x_0 + b\beta c)
\]
\[
= q \chi_1(ax_0^{p^2} + bx_0) \sum_{\beta \in \mathbb{F}_{p^2}^*} \chi_1(a\beta^{p^2} + ea^{p^2}x_0 + b\beta c).
\]
Finally, we note that, as in the proof of Theorem 3.1, \( \chi_1(ax_0^{p^2} + bx_0) = \chi_1(ax_0^{p^2+1}) \). \( \square \)

To complete the evaluation it is clear we must now consider the partial sum
\[
\sum_{\beta \in \mathbb{F}_{p^2}^*} \chi_1(a(\beta c)^{p^2+1}).
\]
Related to this partial sum is the following result.

**Lemma 4.2.** Denote by $\chi_1$ the canonical additive character of $\mathbb{F}_q$ with $q = p^e$. Let $a \in \mathbb{F}_q$ be arbitrary and let $d$ be some integer dividing $e$. Then

$$
\sum_{\beta \in \mathbb{F}_{p^d}} \chi_1(a\beta) = \begin{cases} p^d & \text{if } Tr_d(a) = 0 \\ 0 & \text{otherwise.} \end{cases}
$$

**Proof.** Let $\mu_1$ be the canonical additive character of $\mathbb{F}_{p^d}$. Then for any $x \in \mathbb{F}_q$ we have the following identity (see [6, page 191]):

$$
\chi_1(x) = \mu_1(Tr_d(x)).
$$

Now $Tr_d(a\beta) = \beta Tr_d(a)$ for all $\beta \in \mathbb{F}_{p^d}$. Let $t = Tr_d(a)$. Then $t \in \mathbb{F}_{p^d}$ and for all $\beta \in \mathbb{F}_{p^d}$ we have $\mu_1(t\beta) = \mu_t(\beta)$ where $\mu_t$ is some character of $\mathbb{F}_{p^d}$. If we now recall that for any character $\tau$ of $\mathbb{F}_{p^d}$

$$
\sum_{\beta \in \mathbb{F}_{p^d}} \tau(\beta) = \begin{cases} p^d & \text{if } \tau \text{ is the trivial character} \\ 0 & \text{otherwise} \end{cases}
$$

then the result follows. \qed

The previous lemma can be used to evaluate our partial sum.

**Corollary 4.3.** Let $c \in \mathbb{F}_q^*$ satisfy $f(c) = 0$. Then

$$
\sum_{\beta \in \mathbb{F}_{p^d}} \chi_1(a(\beta c)^{p^{d}+1}) = p^{2d}.
$$

**Proof.** We have

$$
\sum_{\beta \in \mathbb{F}_{p^d}} \chi_1(a(\beta c)^{p^{d}+1}) = \sum_{\beta \in \mathbb{F}_{p^d}} \chi_1(ac^{p^{d}+1}\beta^{p^{d}+1})
$$

$$
= 1 + (p^d + 1) \sum_{\gamma \in \mathbb{F}_{p^d}} \chi_1(ac^{p^{d}+1}\gamma)
$$

as $\beta^{p^{d}+1} = \gamma \in \mathbb{F}_{p^d}$ for all $\beta \in \mathbb{F}_{p^d}$ and each non-zero element $\gamma \in \mathbb{F}_{p^d}$ occurs $p^d + 1$ times. Recall $Tr_d(x^{p^d}) = Tr_d(x)$ for all $x \in \mathbb{F}_q$. As $(ac^{p^{d}+1})^{p^{d}} = -ac^{p^{d}+1}$ we have

$$
0 = Tr_d(ac^{p^{d}+1}) - Tr_d(ac^{p^{d}+1})
$$

$$
= Tr_d(ac^{p^{d}+1}) - Tr_d((ac^{p^{d}+1})^{p^{d}})
$$

$$
= Tr_d(ac^{p^{d}+1}) + Tr_d(ac^{p^{d}+1})
$$

$$
= 2Tr_d(ac^{p^{d}+1}).
$$

Thus $Tr_d(ac^{p^{d}+1}) = 0$. The result now follows from the previous lemma. \qed
Having calculated the value of the partial sum we are now able to prove Theorem 2 by joint application of Theorem 2.4 and Corollary 4.3 with Theorem 4.1.

We note that, for the case $\alpha = 1$, Theorem 2 differs from that given by Carlitz in [1] by a factor of $-p$. There Carlitz claims (top of page 329) that since $ac^{p+1}$ is non-zero then

$$\sum_{v \in \mathbb{F}_p} \chi_1(vac^{p+1}) = -1.$$  

However, this is true if and only if $Tr(ac^{p+1}) \neq 0$, see Lemma 4.2. As was shown in the proof of Corollary 4.3, we actually have $Tr(ac^{p+1}) = 0$. On page 337 of his paper Carlitz makes a similar claim depending on whether $ax_0^{p+1} + bx_0$ is or is not zero. This too should be examining $Tr(ax_0^{p+1} + bx_0)$ rather than $ax_0^{p+1} + bx_0$. In either of those cases an error of a $-p$ multiple results.

5. Concluding remarks

As $\chi_1(x^p) = \chi_1(x)$ the results of this article can be extended to include all Weil sums with the polynomial of the form $aX^{p^{\alpha+1}} + L(X)$ where $L$ is a linearised polynomial of the form

$$L(X) = \sum_{i=0}^{e-1} b_i X^{p^i}$$

with $b_i \in \mathbb{F}_q$ for all $i$. If we let $b \in \mathbb{F}_q$ satisfy $b = \sum_{i=0}^{e-1} b_i x^{p^i}$ then we have

$$\sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}} + L(x)) = \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}}) \chi_1(L(x))$$

$$= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}}) \chi_1(\sum_{i=0}^{e-1} b_i x^{p^i})$$

$$= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}}) \prod_{i=0}^{e-1} \chi_1(b_i x^{p^i})$$

$$= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}}) \prod_{i=0}^{e-1} \chi_1(b_i^{p^{e-1}} x)$$

$$= \sum_{x \in \mathbb{F}_q} \chi_1(ax^{p^{\alpha+1}}) \chi_1(x \sum_{i=0}^{e-1} b_i^{p^{e-1}})$$

$$= S_{\alpha}(a, b).$$
We have thus shown

**Theorem 5.1.** Let \( L \in \mathbb{F}_q[X] \) be a linearised polynomial of the form

\[
L(X) = \sum_{i=0}^{e-1} b_i X^{p^i}
\]

with \( b_i \in \mathbb{F}_q \) for all \( i \). Let \( \chi_c \) be any additive character of \( \mathbb{F}_q \) with \( c \in \mathbb{F}_q \) and let \( b = \sum_{i=0}^{e-1} (b_i c)^{p^i} \). Then

\[
\sum_{x \in \mathbb{F}_q} \chi_c(ax^{p^{\alpha+1}} + L(x)) = S_\alpha(ca, b).
\]

We end with some relevant observations concerning planar functions. Planar functions were introduced by Dembowski and Ostrom in [5] to describe projective planes possessing a collineation group with particular properties. A polynomial \( f \in \mathbb{F}_q[X] \) is planar if and only if the polynomial \( f(X + a) - f(X) \) is a permutation polynomial over \( \mathbb{F}_q \) for every \( a \in \mathbb{F}_q^* \). Recently, in [3], it was discussed how bent polynomials (as defined there) are the multivariate equivalent of planar polynomials. This gave the following new definition for a planar polynomial: A polynomial \( f \in \mathbb{F}_q[X] \) is planar if and only if the Weil sum

\[
\sum_{x \in \mathbb{F}_q} \chi(f(x) + \lambda x)
\]

has absolute value \( q^{1/2} \) for all non-trivial additive characters \( \chi \) of \( \mathbb{F}_q \) and all \( \lambda \in \mathbb{F}_q \). One well known class of planar polynomials is the Dembowski-Ostrom polynomials of the form \( f(X) = X^{p^{\alpha+1}} + L(X) \) where \( L \) is a linearised polynomial. In [4] it was shown that these are planar if and only if \( e/(\alpha, e) \) was odd. It was with this result in mind that an investigation of \( S_\alpha(a, b) \) was undertaken. As

\[
\chi_1(ax^{p^{\alpha+1}} + bx) = \chi_\alpha(x^{p^{\alpha+1}} + (b/a)x)
\]

for all \( a \neq 0 \), a closer inspection of the results obtained in this article reveals that we have obtained an alternative proof of when \( X^{p^{\alpha+1}} \) is planar: the polynomial \( aX^{p^{\alpha}} X^{p^{2\alpha}} + aX \) must be a permutation polynomial for all \( a \neq 0 \). Theorem 2.2 shows that this can occur if and only if \( e/d \) is odd. Compare this polynomial with the polynomial \( X^{p^{\alpha}} + X \) which was required to be a permutation polynomial in the proof given in [4]. We note that Theorem 5.1 also concurs with the fact that \( X^{p^{\alpha+1}} + L(X) \) is a planar polynomial if and only if \( X^{p^{\alpha+1}} \) is planar. This is apparent as ultimately the choice of \( b \), whether it be zero or non-zero, does not alter the method of reasoning involved in this new proof of the planarity of \( X^{p^{\alpha+1}} \). So the addition of a
linearised polynomial $L$ will not alter the absolute value of the exponential sums involved.
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