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Abstract

A new finite element, which is continuously differentiable, but only piecewise quadratic polynomials on a type of uniform triangulations, is introduced. We construct a local basis which does not involve nodal values nor derivatives. Different from the traditional finite elements, we have to construct a special, averaging operator which is stable and preserves quadratic polynomials. We show the optimal order of approximation of the finite element in interpolation, and in solving the biharmonic equation. Numerical results are provided confirming the analysis.
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1 Introduction

The construction of \(C_1\) finite elements is relatively difficult, especially when using low order piecewise polynomials. Most \(C_1\) elements were constructed in Nineteen Seventies, or earlier, cf. [6] and [4], also [27], [28], [19], [20], [13] and [10]. Recently, we found a divergence-free, local basis for continuous \(P_1\) elements on the criss-cross grids (Figure 1(C)) in [22], which is originated in [1] and [21]. Because the \(C_0\) divergence-free piecewise-\(P_1\) vector space is the curl of \(C_1\) piecewise-\(P_2\) space on the same triangulation, in this paper we find the anti-derivatives of the above basis to get a local basis for the \(C_1-P_2\) space on the criss-cross grid. Because the new local basis does not involve nodal-values of functions or their derivatives, we do not have a natural interpolation operator of the traditional finite elements. We have to construct a locally-averaging operator, preserving \(P_2\) polynomials locally. It is shown that the newly-defined averaging interpolation operator is stable in various norms. Consequently, the new \(C1-P2\) finite element space has the best order of approximation property, both in interpolation and in the Galerkin projection, when solving the biharmonic equations. The new averaging operator is similar to the average operators constructed by Clement [7] and by Scott/Zhang [25]. However, the polynomial preserving property is no longer trivial here. The techniques used in the paper could be applicable to some other cases.

We note that such a local \(C1-P2\) basis is not known previously. However, the dimension of such \(C1-P2\) space is known, studied by Morgan and Scott in [14], as a special case of the Strang’s conjecture. Our construction of the new basis confirms the Strang’s conjecture in some sense (see more discussion in Section 3.) The method of representing a piecewise \(C1\) polynomial basis without nodal function values or the derivatives appears previously in [15] too. We need to point out that there are two well-known \(C1-P2\) elements, the Powell-Sabin element (1(A)) and the Powell-Sabin-Heindl element (1(B)), cf. [19], [20] and [10]. It is
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obvious that the criss-cross type grid is more efficient in computation than the Powell-Sabin and Powell-Sabin-Heindl grids, considering the number of triangles in an $h$-size region; cf. [11], for example. In addition, an advantage of a basis without nodal derivatives is its simplicity in implementation. Unlike the traditional $C_1$ conforming or nonconforming elements, such as Powell-Sabin elements or Morley elements ([19], [20], [29] and [30]), we do not need to do any scaling on the basis, and we have a better condition number for the discrete linear system too. We refer to Section 4 for more details. We need to point out that extensive studies have been done on a similar type of grids, the type-2 triangulation where the center of each square is connected to both four vertices and four mid-edge points (see Figure 1(D);) cf. [12], [17] and [26], and its counterpart in 3D, cf. [16], [24] and [9].

![Figure 1: A PS grid, a PSH grid, a criss-cross $\Omega_h (h = 1/4)$ and a type-2 grid.](image)

The paper is divided into 4 sections. In Section 2, we define a local basis and finite element spaces for the new $C_1-P_2$ element on criss-cross grids. In Section 3, we introduce a locally-$L_2$-averaging operator, and establish the approximation properties of the $C_1-P_2$ element on the criss-cross grids. We then show the finite element space spanned by the local basis is complete, verifying the Strang’s conjecture. In Section 4, we report some numerical results on the new element, and on the Powell-Sabin elements.

## 2 The $C_1-P_2$ element on criss-cross grids

The new $C_1-P_2$ element is defined on uniform grids, for example, shown as in Figure 1(C), i.e., the domain can be subdivided into squares of a uniform size. For simplicity, we assume the domain is the unit square $\Omega = [0, 1] \times [0, 1]$.

We cut the domain into $(n \times n)$ squares, $Q_i = Q_{jk}$, and subdivide each small square into 4 triangles, $T_{i,l}$, by the two diagonal lines (shown in Figure 2):

$$\Omega = \cup_{0 \leq j,k < n} Q_{jk},$$

$$Q_{jk} = (x_j, x_{j+1}) \times (y_k, y_{k+1}), \ 0 \leq j,k \leq n - 1,$$

$$Q_i = T_{i,1} \cup T_{i,2} \cup T_{i,3} \cup T_{i,4}, \ \text{for} \ i = jn + k + 1,$$

$$T_{i,1} = \{(x, y) \mid 0 \leq (y - y_k) \leq h/2, \ (y - y_k) \leq (x - x_j) \leq h - (y - y_k)\},$$

$$T_{i,2} = \{(x, y) \mid 0 \leq (x - x_j) \leq h/2, \ (x - x_j) \leq (y - y_k) \leq h - (x - x_j)\},$$

$$T_{i,3} = \{(x, y) \mid (h/2) \leq (x - x_j) \leq h, \ h - (x - x_j) \leq (y - y_k) \leq (x - x_j)\},$$

$$T_{i,4} = \{(x, y) \mid (h/2) \leq (y - y_k) \leq h, \ h - (y - y_k) \leq (x - x_j) \leq (y - y_k)\},$$

$h = 1/n$. 
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Here $x_j = y_j = jh$. We call the triangulation $\Omega_h$:

$$\Omega_h = \left\{ T_{i,m} \mid 1 \leq m \leq 4, 1 \leq i \leq n^2, n = \frac{1}{h} \right\}$$  \hfill (2.2)

Figure 2: Each square $Q_i$ is subdivided into four triangles.

On each $(3 \times 3)$ patch of squares, see Figure 3, we define one $C_1$-$P_2$ basis function $\phi_i$. Here the index $i$ is the index of the central square, i.e. $i = jn + k + 1$. $\phi_i$ is a $C_1$, but piecewise quadratic polynomial. We need to define $\phi_i$ on each of the 9 squares $S_l$, further on the 36 subtriangles, $T_{l,m}$, of $S_l$, see Figures 2-3. To describe $\phi_i$, we map each of the 9 squares $S_l$ to the referencing unit square $[0,1]^2 = \hat{Q}$ by affine mappings $F_l$, $1 \leq l \leq 9$. Then we let

$$\phi_i(x,y) = \begin{cases} \hat{\phi}_l(F_l^{-1}(x,y)) & \text{if } (x,y) \in S_l, \ 1 \leq l \leq 9, \\ 0 & \text{elsewhere} \end{cases}$$

where (see Figure 3)

$$S_5 = Q_i = [x_a, x_a + h] \times [y_b, y_b + h], \quad i = an + b + 1,$$

Here $a = j - 1, j, j + 1$, $b = k - 1, k, k + 1$.

![Figure 3: Each nodal basis function $\phi_i$ is supported on 9 squares (36 triangles).](image)

The definitions of basis functions $\hat{\phi}_l$ are listed below, and also depicted in Figure 4.

$$\hat{\phi}_1(\hat{x}, \hat{y}) = \begin{cases} 0 & \text{on } \hat{T}_{1,1} \\ 0 & \text{on } \hat{T}_{1,2} \\ -\frac{1}{2} - \hat{x} - \hat{y} + \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{1,3} \\ -\frac{1}{2} - \hat{x} - \hat{y} + \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{1,4} \end{cases}$$  \hfill (2.3)
\[
\hat{\phi}_2(\hat{x}, \hat{y}) = \begin{cases} 
\frac{\hat{y}^2}{2} & \text{on } \hat{T}_{2,1} \\
-\frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{2,2} \\
-\frac{1}{2} + \hat{x} + \hat{y} - \frac{\hat{y}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{2,3} \\
-\hat{x} + \hat{y} - \hat{x}^2 & \text{on } \hat{T}_{2,4}
\end{cases}
\] (2.4)

Figure 4: \( \hat{\phi}_1 \) on \([0, 1]^2\), mapped from each of 9 squares.

\[
\hat{\phi}_3(\hat{x}, \hat{y}) = \begin{cases} 
0 & \text{on } \hat{T}_{3,1} \\
\frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{3,2} \\
0 & \text{on } \hat{T}_{3,3} \\
\frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{3,4}
\end{cases}
\] (2.5)

\[
\hat{\phi}_4(\hat{x}, \hat{y}) = \begin{cases} 
\frac{\hat{x}^2}{2} - \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{4,1} \\
\hat{x}^2 & \text{on } \hat{T}_{4,2} \\
-\frac{1}{2} + \hat{x} + \hat{y} - \frac{\hat{y}^2}{2} & \text{on } \hat{T}_{4,3} \\
-\frac{1}{2} + \hat{x} + \hat{y} - \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{4,4}
\end{cases}
\] (2.6)

\[
\hat{\phi}_5(\hat{x}, \hat{y}) = \begin{cases} 
\frac{1}{2} + \hat{x} + \hat{y} - \hat{x}^2 - \hat{y}^2 & \text{on } \hat{T}_{5,1} \\
\frac{1}{2} + \hat{x} + \hat{y} - \hat{x}^2 - \hat{y}^2 & \text{on } \hat{T}_{5,2} \\
\frac{1}{2} + \hat{x} + \hat{y} - \hat{x}^2 - \hat{y}^2 & \text{on } \hat{T}_{5,3} \\
\frac{1}{2} + \hat{x} + \hat{y} - \hat{x}^2 - \hat{y}^2 & \text{on } \hat{T}_{5,4}
\end{cases}
\] (2.7)
\[
\hat{\phi}_6(x, y) = \begin{cases} 
\frac{1}{2} - \hat{x} + \hat{y} + \frac{\hat{x}^2}{2} - \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{6,1} \\
\frac{1}{2} - \hat{x} + \hat{y} - \hat{y}^2 & \text{on } \hat{T}_{6,2} \\
1 - 2\hat{x} + \hat{x}^2 & \text{on } \hat{T}_{6,3} \\
1 - 2\hat{x} + \frac{\hat{x}^2}{2} - \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{6,4} 
\end{cases}
\]  \tag{2.8}

\[
\hat{\phi}_7(x, y) = \begin{cases} 
\frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{7,1} \\
0 & \text{on } \hat{T}_{7,2} \\
\frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{7,3} \\
0 & \text{on } \hat{T}_{7,4} 
\end{cases}
\]  \tag{2.9}

\[
\hat{\phi}_8(x, y) = \begin{cases} 
\frac{1}{2} + \hat{x} - \hat{y} - \frac{\hat{x}^2}{2} & \text{on } \hat{T}_{8,1} \\
\frac{1}{2} + \hat{x} - \hat{y} - \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} - \hat{x}\hat{y} & \text{on } \hat{T}_{8,2} \\
1 - 2\hat{y} - \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{8,3} \\
1 - 2\hat{y} + \hat{y}^2 & \text{on } \hat{T}_{8,4} 
\end{cases}
\]  \tag{2.10}

\[
\hat{\phi}_9(x, y) = \begin{cases} 
\frac{1}{2} - \hat{x} - \hat{y} + \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{9,1} \\
\frac{1}{2} - \hat{x} - \hat{y} + \frac{\hat{x}^2}{2} + \frac{\hat{y}^2}{2} + \hat{x}\hat{y} & \text{on } \hat{T}_{9,2} \\
0 & \text{on } \hat{T}_{9,3} \\
0 & \text{on } \hat{T}_{9,4} 
\end{cases}
\]  \tag{2.11}

Here in (2.3–2.11) \( \hat{T}_{l,m} \) is the image of the \( m \)-th subtriangle of \( S_l \) under the referencing mapping \( F_l \). Finally, let \( i = jn + k + 1 \) be the index of the square \( Q_i = Q_{jk} \). Then we define a nodal basis \( \phi_i \), centered at the square \( Q_{jk} = S_5 \) and supported by the square and its 8 neighbor squares, by

\[
\phi_i(x, y) = \begin{cases} 
\hat{\phi}_1 \left( \frac{x-x_{i-1}}{h}, \frac{y-y_{k-1}}{h} \right) & \text{on } S_1 \\
\hat{\phi}_2 \left( \frac{x-x_{i}}{h}, \frac{y-y_{k-1}}{h} \right) & \text{on } S_2 \\
\hat{\phi}_3 \left( \frac{x-x_{i-1}}{h}, \frac{y-y_{k}}{h} \right) & \text{on } S_3 \\
\hat{\phi}_4 \left( \frac{x-x_{i}}{h}, \frac{y-y_{k}}{h} \right) & \text{on } S_4 \\
\hat{\phi}_5 \left( \frac{x-x_{i+1}}{h}, \frac{y-y_{k}}{h} \right) & \text{on } S_5 \\
\hat{\phi}_6 \left( \frac{x-x_{i}}{h}, \frac{y-y_{k}}{h} \right) & \text{on } S_6 \\
\hat{\phi}_7 \left( \frac{x-x_{i+1}}{h}, \frac{y-y_{k}}{h} \right) & \text{on } S_7 \\
\hat{\phi}_8 \left( \frac{x-x_{i}}{h}, \frac{y-y_{k+1}}{h} \right) & \text{on } S_8 \\
\hat{\phi}_9 \left( \frac{x-x_{i+1}}{h}, \frac{y-y_{k+1}}{h} \right) & \text{on } S_9 
\end{cases}
\]  \tag{2.12}

The graph of \( \phi_i(x, y) \) is shown in Figure 5.

Before we define our finite element spaces, we need to show the basis functions are truly \( C_1 \), i.e., continuosly differentiable. It is done simply by checking two partial derivatives, \( d/dx \) and \( d/dy \). As a matter of factor, each vector \( v_i = (\frac{d\phi_i}{dy}, -\frac{d\phi_i}{dx}) \) is zero-divergent. Such div-free vectors form a local basis for \( P_1-P_0 \) mixed-finite elements, approximating the velocity and the pressure in Stokes or Navier-Stokes equations, see [22]. This is in fact, how this new \( C_1-P_2 \) finite element was discovered.
Lemma 2.1 The piecewise $P_2$ polynomial defined in \((2.12)\) is a $C_1$ function.

Proof We need first check if $\phi_i$ is $C_0$. This is relatively easy. By letting $x = 0, 1, y, 1 - y$, and/or $y = 0, 1, x, 1 - x$ on two neighboring squares or triangles, in Figure 4, $\phi_i$ is shown to be continuous. This can also be seen from its graph in Figure 5.

Next, to show $\phi_i$ is $C_1$, we simply compute its two partial derivatives and check the derivatives. The two partial derivatives are shown in Figure 6. To check if the two derivatives (both are piecewise linear) are continuous, we only need to check their values at each vertex. This is done in Figure 7.

We define the finite element spaces based on the local basis functions $\phi_i$.

\begin{align*}
V_h &= \text{span} \{\phi_{jk}(x, y) \mid -1 \leq j, k \leq n, n = 1/h, (x, y) \in \Omega\}, \quad (2.13) \\
V_{h,0} &= \text{span} \{\phi_i = \phi_{jk} \mid 1 \leq j, k < n - 2\}, \quad (2.14)
\end{align*}

where in \((2.14)\) we use both the index $i$ and the double-index $jk$:

\[ i = jn + k + 1. \]

We note that in \((2.13)\) we introduced a ring of squares outside $\Omega$. Then we could not use single index $i$ there. For convenience, we denote the set of indices of $V_{h,0}$ by

\[ I_h = \{i \mid i = jn + k + 1, 1 \leq j, k < n - 2\}. \quad (2.15) \]

Since each basis function $\phi_i$ is $C_1$, we have then the following proposition that the linear combinations of such $C_1$ functions are also $C_1$.

Proposition 2.1 The finite element spaces \((2.13)-(2.14)\) are differentiable, i.e.,

\[ V_h \subset C_1, \quad V_{h,0} \subset C_1. \]
Then

\[ \text{Proof} \]

Theorem 2.1 Let \( u \in C_1(\Omega) \) be a piecewise quadratic polynomial defined on \( \Omega_h \) of (2.2) satisfying homogeneous boundary conditions

\[ u = 0 \quad \text{and} \quad \frac{\partial u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega. \]

Then

\[ u \in V_{h,0}. \]

\[ \text{Proof} \]

Let us consider the two partial derivatives of \( u \), i.e., \( \text{curl} \ u = (\partial u/\partial y, -\partial u/\partial x) \). \text{curl} \ u \ is a \( C_0 \) piecewise linear polynomial vector function. Further it is divergence-free, i.e., \( \text{div} \ \text{curl} \ u \equiv 0 \) on \( \omega \). By Theorem 5.1 of [22], \( \text{curl} \ u \) is a linear combination of local div-free
basis functions shown in Figure 6, i.e.,

\[ \text{curl } u = \sum_{i \in I_h} u_i \text{curl } \phi_i. \]

Integrating both sides, by the homogeneous boundary conditions, we get (cf. [5], [23])

\[ u = \sum_{i \in I_h} u_i \phi_i \in V_{h,0}. \]

We note that Theorem 2.1 can be shown directly, without using the result [22], by the dimension counting of Strang’s conjecture, which shall be discussed in next section.

3 Approximation property

From the definitions of basis functions \( \phi_i \) and of finite element spaces \( V_h \), it is not obvious that the discrete spaces do have the optimal order approximation property, i.e., whether the spans of piecewise polynomials on 36 triangles do cover all global \( P_2 \) polynomials defined on the 36 triangles. We will show first that \( P_2 \) can be spanned by the basis functions \( \phi_i \). Then we will define an interpolation operator, based on a nodal \( L_2 \) orthogonal projection, and show its stability. With such an operator, it is then standard to establish the optimal order approximation property of the finite element space \( V_{h,0} \).

Lemma 3.1 Let \( u(\hat{x}, \hat{y}) \in P_2([0,1]^2) \) be a quadratic polynomial. Then, \( u \) is a linear combination of \( \{ \hat{\phi}_i, 1 \leq i \leq 9 \} \) defined in (2.3–2.11), i.e., there exist constants \( u_i \) such that

\[ u(\hat{x}, \hat{y}) = \sum_{i=1}^{9} u_i \phi_i(\hat{x}, \hat{y}). \] (3.1)

Proof We can verify that,

\[
\begin{align*}
1 &= \hat{\phi}_1 + \hat{\phi}_3 + \hat{\phi}_5 + \hat{\phi}_7 + \hat{\phi}_9 \\
\hat{x} &= \frac{3}{2} \hat{\phi}_1 - \frac{1}{2} \hat{\phi}_2 + \frac{1}{2} \hat{\phi}_3 + \hat{\phi}_5 - \hat{\phi}_6 + 3 \hat{\phi}_7 - \frac{1}{2} \hat{\phi}_8 + \frac{1}{2} \hat{\phi}_9 \\
\hat{y} &= \hat{\phi}_1 + \frac{1}{2} \hat{\phi}_2 + \frac{1}{2} \hat{\phi}_3 + \frac{1}{2} \hat{\phi}_5 - \frac{1}{2} \hat{\phi}_8 \\
\hat{x^2} &= 2 \hat{\phi}_1 - \hat{\phi}_2 + \hat{\phi}_3 + \hat{\phi}_5 - \hat{\phi}_6 + 2 \hat{\phi}_7 - \hat{\phi}_8 + \hat{\phi}_9 \\
\hat{y^2} &= \hat{\phi}_1 + \hat{\phi}_2 + \hat{\phi}_3 \\
\hat{xy} &= \frac{3}{2} \hat{\phi}_1 + \frac{1}{2} \hat{\phi}_5 - \frac{1}{2} \hat{\phi}_6 - \frac{1}{2} \hat{\phi}_8 + \frac{1}{2} \hat{\phi}_9
\end{align*}
\] (3.2)

As \( u(\hat{x}, \hat{y}) \) is a linear combination of \( 1, \hat{x}, \hat{y}, \hat{x^2}, \hat{y^2} \) and \( \hat{xy} \), by (3.2), \( u(\hat{x}, \hat{y}) \) is a linear combination of \( \hat{\phi}_i(\hat{x}, \hat{y}) \) on \([0,1]^2\).

We remark that, to be more symmetric (see Figure 3), we can rewrite two equations in (3.2) as

\[
1 - \hat{x} = \hat{\phi}_3 - \frac{1}{2} \hat{\phi}_4 + \frac{1}{2} \hat{\phi}_5 + \frac{1}{2} \hat{\phi}_6 + \hat{\phi}_9 \\
(1 - \hat{x})^2 = \hat{\phi}_3 + \hat{\phi}_6 + \hat{\phi}_9.
\]
Theorem 3.1 Let \( u(x,y) \) be a quadratic polynomial. Let \( Q_i = Q_{jk} \) be any internal square of grid \( \Omega_h \), i.e., \( i \in I_h \). Then, on \( Q_i \), \( u(x,y) \) is a linear combination of at most 9 basis function \( \phi_l \) supported on the 9 squares surrounding \( Q_i \).

Proof By Lemma 3.1, we have the following linear combination for the quadratic polynomial

\[
u(x_j + \hat{x}h, y_k + \hat{y}h) = \sum_{l=1}^{9} u_l \phi_l(\hat{x}, \hat{y}).\]

Let \( S_1 = Q_{j-1,k-1}, S_2 = Q_{j,k-1}, \) and so on as shown in Figure 3. We then have

\[
u(x, y) = \sum_{l=1}^{9} u_l \phi_{S_l}(x, y) = \sum_{l=0,\pm 1,\pm n, \pm n \pm 1} p_l \phi_{l+i}(x, y) \quad \forall x \in S_5.
\]

We define a local interpolation operator by considering \( L_2 \)-inner products of functions in \( V_{h,0} \) on each \((3 \times 3)\) patch of squares shown in Figure 3. Let \( M_i \) be such a macro-element patch centered at square \( Q_i = S_5 = Q_{jk} \), i.e.,

\[
M_i = \bigcup_{l=1}^{9} S_l = Q_{j,k} \cup Q_{j\pm 1,k} \cup Q_{j,k\pm 1} \cup Q_{j\pm 1,k\pm 1}.
\]

For simplicity, let \( \{ \phi_l \} \) denote the basis functions at the 9 squares \( S_i \) of \( M_i \). This would be exactly the case \( h = 1/3 \) if \( M_i = \Omega \). We now let \( A \) be the matrix of \( L_2 \) inner products of the basis functions on \( M_i \).

\[
A = \left( \int_{M_i} \phi_l(\phi_m dx dy) \right)_{9 \times 9}.
\]

Calculating by hand, or by any computer software, one would get

\[
A = h^2 \begin{bmatrix}
167 & 109 & 7 & 109 & 11 & 1 & 7 & 1 & 0 \\
109 & 240 & 720 & 720 & 60 & 240 & 60 & 240 & 720 \\
7 & 288 & 109 & 167 & 1 & 109 & 0 & 1 & 728 \\
288 & 240 & 720 & 60 & 11 & 720 & 11 & 720 & 60 \\
109 & 11 & 60 & 720 & 120 & 6 & 120 & 60 & 120 \\
11 & 60 & 60 & 120 & 120 & 6 & 120 & 60 & 120 \\
1 & 120 & 109 & 120 & 120 & 11 & 120 & 120 & 11 \\
7 & 288 & 120 & 0 & 109 & 120 & 120 & 11 & 120 \\
7 & 288 & 120 & 0 & 109 & 120 & 120 & 11 & 120 \\
0 & 240 & 728 & 240 & 11 & 120 & 120 & 11 & 120 \\
240 & 60 & 109 & 240 & 60 & 120 & 120 & 11 & 120 \\
288 & 240 & 728 & 11 & 120 & 120 & 120 & 11 & 120 \\
167 & 109 & 7 & 109 & 11 & 1 & 7 & 1 & 0
\end{bmatrix}.
\]

From the inverse matrix of \( A \), we can find the dual basis functions for the \( L_2 \) functional space of \( \{ \phi_{S_i} \} \). We are only interested in the dual of \( \phi_{S_5} \), denoted by \( \psi_i \), i.e.,

\[
\int_{M_i} \psi_i(x,y) \phi_{S_i}(x, y) dx dy = \begin{cases}
1 & \text{if } l = 5, \\
0 & \text{if } l \neq 5.
\end{cases}
\]
By the Riesz representation theorem, $\psi_i$ is a linear combination of $\{\phi_{S_l}\}$ too. The coefficients for the linear combination is from the 5th column of matrix $A^{-1}$:

$$q = \frac{1}{553687 h^2} \begin{pmatrix} 583704 \\ -970452 \\ 583704 \\ -970452 \\ 1743594 \\ -970452 \\ 583704 \\ -970452 \\ 583704 \end{pmatrix} = \frac{1}{h^2} \begin{pmatrix} 1.05421 \\ -1.75271 \\ 1.05421 \\ -1.75271 \\ 3.14906 \\ -1.75271 \\ 1.05421 \\ -1.75271 \\ 1.05421 \end{pmatrix}. \quad (3.3)$$

To be specific,

$$\psi_i = \sum_{l=1}^{9} q_l \phi_{S_l}, \quad (3.4)$$

where $q_l$ is the $l$th component of vector $q$ defined in (3.3). For convenience we extend $\psi_i(x, y)$ by 0 from $M_i$ (9 squares) to the whole domain, and denote it by $\psi_i(x, y)$ too. The following lemma is implied simply by the definition of dual basis $\{\psi_i\}$.

**Lemma 3.2** Let $\psi_i$ be defined in (3.4). For any $v = \sum_{i\in I_h} v_i \phi_i \in V_{h,0}$, it holds that

$$\int_{\Omega} \psi_i v \, dx \, dy = v_i.$$

By $\{\psi_i\}$ we define an interpolation operator

$$I_h : L_2(\Omega) \to V_{h,0},$$

$$I_h : v \mapsto v_h = I_h v = \sum_{i \in I_h} v_i \phi_i, \quad \text{where } v_i = \int_{\Omega} \psi_i v.$$

**Lemma 3.3** The interpolation operator $I_h$ defined in (3.5) is $L_2$ stable, i.e.,

$$\|I_h v\|_{L_2(\Omega)} \leq C \|v\|_{L_2(\Omega)} \quad \forall v \in L_2(\Omega),$$

where the constant $C$ is independent of $h$.

**Proof** We will estimate the following integral on two parts, on all the interior squares, and on a ring of squares along the boundary.

$$\|I_h v\|_{L_2(\Omega)}^2 = \int_{\Omega} \left( \sum_{l} v_l \phi_l \right)^2 = \int_{\cup_{Q_i \in \Omega \cap \partial \Omega} Q_i} \left( \sum_{l} v_l \phi_l \right)^2 + \int_{\cap_{i \in I_h} Q_i} \left( \sum_{l} v_l \phi_l \right)^2$$

$$= I_1 + I_2.$$
Noting that each basis function is supported on 9 squares and has a maximal value 1 (see Figure 4), we get

\[ I_2 = \sum_{i \in I_h} \int_{Q_i} (\sum_l v_l \phi_l)^2 = \sum_{i \in I_h} \int_{Q_i} (\sum_{Q_l \subset M_i} v_l \phi_l)^2 \leq \sum_{i \in I_h} \int_{Q_i} \sum_{Q_l \subset M_i} v_l^2 \phi_l^2 \]

\[ \leq \sum_{i \in I_h} \int_{Q_i} \sum_{Q_l \subset M_i} v_l^2 = 81h^2 \sum_{i \in I_h} v_l^2. \]

By the definition of \( I_h \) in (3.5) and by the definition of \( \psi_i \) in (3.4), we get

\[ v_l^2 = \left( \int_\Omega \psi_i v \right)^2 = \left( \int_{M_i} \psi_i v \right)^2 \leq \left( \int_{M_i} \psi_i^2 \right) \left( \int_{M_i} v^2 \right) \]

\[ \leq \frac{q_5}{h^2} \left( \int_{M_i} 1 \right) \left( \int_{M_i} v^2 \right) < 4^2 \cdot 9h^{-2} \int_{M_i} v^2. \]

Therefore

\[ I_2 \leq 81 \cdot 4^2 \cdot 9 \sum_{i \in I_h} \int_{M_i} v^2 \leq 81 \cdot 4^2 \cdot 9 \int_\Omega v^2 = C\|v\|^2_{L_2(\Omega)}. \]

For the function \( I_h v \) on the ring of squares along the boundary, due to the homogeneous boundary condition, the value is simply determined by the function value on the next ring of squares, i.e., by the linear combinations of basis functions supported on the next ring of squares. Without loss of generality, we estimate the part of integral \( I_1 \) on the squares along the boundary \( x = 0 \) as follows.

\[ \int_{\cup_{k=0}^{n-1} Q_{ok}} (\sum_l v_l \phi_l)^2 = \int_{\cup_{k=0}^{n-1} Q_{ok}} \left( \sum_{m=2}^{n-1} v_{n+m} \phi_{n+m} \right)^2 \leq 3 \cdot 3 \sum_{m=2}^{n-1} \int_{Q_{1m}} v_{n+m}^2 \phi_{n+m}^2. \]

The rest steps would repeat those in estimating \( I_2 \). The estimate of \( I_1 \) along the other three boundary edges is similar. So we have \( I_1 \leq C\|v\|^2_{L_2}, \) and we proved the lemma.

**Lemma 3.4** The interpolation operator \( I_h \) defined in (3.5) is \( H_1 \) stable, i.e.,

\[ \|I_h v\|_{H_1(\Omega)} \leq C\|v\|_{H_1(\Omega)}, \quad \forall v \in H_1(\Omega), \]

where the constant \( C \) is independent of \( h \).

**Proof** After Lemma 3.3, we need to show

\[ |I_h v|_{H_1(\Omega)} \leq C|v|_{H_1(\Omega)}, \quad \text{i.e.,} \]

\[ \int_\Omega |\nabla I_h v|^2 \leq C^2 \int_\Omega |\nabla v|^2. \]

Then it is standard to insert piecewise constant functions approximating \( v \):

\[ \int_\Omega |\nabla I_h v|^2 = \sum_{j,k=0}^n \int_{Q_{j,k}} |\nabla I_h v|^2 = \sum_{j,k=0}^n \int_{Q_{j,k}} |\nabla (I_h v - \bar{v}_{jk})|^2, \]
where we have chosen \( \bar{v}_{jk} \) the average value of \( v \) on the square \( Q_{jk} \), \( \bar{v}_{jk} = \int_{Q_{jk}} v \). As each integral in the summation is on one small square \( Q_{jk}(= S_5) \), \( I_h v \) depends on the value of \( v \) on the 9 squares \( S_l \) shown in Figure 3, i.e., \( M_t(= M_{jk}) \). Extending the constant function from \( Q_{jk} \) to \( M_t \), we have

\[
\int_{Q_{jk}} |\nabla I_h v|^2 = \sum_{j,k=0}^{n} |\nabla (I_h (v - \bar{v}_{jk}))|^2 = \sum_{j,k=0}^{n} \sum_{l=1}^{9} |\partial_{S_l,jk} \nabla \phi_{S_l}|^2,
\]

where \( \partial_{S_l,jk} \) are the coefficients of \( I_h (v - \bar{v}_{jk}) \) on \( M_{jk} \). We note that as the piecewise constants are extended to 9 squares, these coefficients are no longer the same on different patches.

Mapping each integral back to that on the reference square (the unit square), we would have

\[
\int_{Q_{jk}} |\nabla v|^2 \leq C \sum_{i \in \mathcal{I}_h} \sum_{l=1}^{9} \partial_{S_l,i}^2 \leq C h^{-2} \sum_{i \in \mathcal{I}_h} (v - \bar{v}_i)^2
\]

\[
\leq C h^{-2} \sum_{i \in \mathcal{I}_h} h^2 \int_{M_t} |\nabla v|^2 \leq C |I_h v|_{H^1(\Omega)}
\]

Lemma 3.5  The interpolation operator \( I_h \) defined in (3.5) is \( H_2 \) stable, i.e.,

\[
\|I_h v\|_{H^2(\Omega)} \leq C \|v\|_{H^2(\Omega)} \quad \forall v \in H_2(\Omega),
\]

where the constant \( C \) is independent of \( h \).

Proof  The proof for Lemma 3.4 remains the same here, except the piecewise constants are replaced by piecewise linear functions, approximating \( v \) on each \( M_t \) patch.

With the stability properties of \( I_h \), it is standard (cf. [14], [25]) to show the approximation properties of \( I_h \) and the finite element spaces \( V_{h,0} \). The trick is introducing the locally best approximation polynomials, as shown in the proof of Lemma 3.4, except using best quadratic polynomials instead of constants.

Theorem 3.2  The finite element spaces \( V_{h,0} \) defined in (2.14) have the optimal order of approximation, i.e.,

\[
\min_{v_h \in V_{h,0}} \left\{ \|v - v_h\|_{L^2} + h |v - v_h|_{H^1} + h^2 |v - v_h|_{H^2} \right\} \leq C h^3 \|v\|_{H^3} \quad \forall v \in H_{2,0}(\Omega) \cap H_3(\Omega).
\]

We introduce next the biharmonic equation, its variational form and its finite element approximation. We then establish the best order convergence of the finite element solution. Let us consider the clamped plate bending problem, finding the solution of the following biharmonic equation with homogeneous boundary conditions,

\[
\begin{cases}
\Delta^2 u = f, & \text{in } \Omega = (0,1)^2, \\
u = 0 & \text{on } \partial \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\] (3.6)
Via integration by parts, we introduce the variational problem, finding \( u \in H_{2,0}(\Omega) \) such that

\[
\int_{\Omega} \Delta u \Delta v = \int_{\Omega} f v \quad \forall v \in H_{2,0}(\Omega).
\]

Let \( V_{h,0} \) be defined in (2.14). The finite element solution \( u_h \) is defined by

\[
a(u_h, v_h) = (f, v_h) \quad \forall v \in V_{h,0},
\]

where \( a(u, v) = \int \Delta u \Delta v \) and \( (f, v) = \int f v \).

**Theorem 3.3** The finite element solutions from (3.7) converge at the optimal order, i.e.,

\[
|u - u_h|_{H_1} + h|u - u_h|_{H_2} \leq Ch^2\|f\|_{H^{-1}}.
\]

**Proof** The proof follows the Lea’s lemma (cf. [6], [4]) after the approximation property, Theorem 3.2. Then we apply the duality argument (cf. [6] and [4]) and the elliptic regularity of biharmonic equation on a convex polygonal domain (cf. [8]).

As a side note, we will comment on a confirmation of the Strang’s conjecture on the dimension of \( C_1 \)-piecewise polynomials on triangles, by the new local basis functions \( \phi_j \). Let \( S_p(\Omega_h) \) be the space of \( C_1 \)-piecewise polynomials of degree \( p \), on a general, simply connected, triangulation \( \Omega_h \). It is shown by Morgan and Scott [14] that

\[
\dim S_p(\Omega_h) \geq \frac{(p+1)(p+2)}{2}T - (2p+1)E_0 + 3V_0 + \sigma,
\]

where \( T \) is the number of triangles in \( \Omega_h \), \( E_0 \) the number of interior edges, \( V_0 \) the number of interior vertices, and \( \sigma \) the number of singular vertices in \( \Omega_h \). A vertex \( v \) is called singular if \( v \) is an interior vertex, if exactly four edges meet at \( v \), and if the four edges form two straight lines. The Strang’s conjecture is the equality in (3.8), under certain conditions (see [13], [14], [2] and references cited there.) Nevertheless, the equality for (3.8) has been proved in [14] for \( C_1-P_2 \) elements on the criss-cross grid (Figure 1(C)):

\[
\dim S_2(\Omega_h) = 6T - 5E_0 + 3V_0 + \sigma
\]

\[
= 6(4n^2) - 5(2n(n-1) + 4n^2) + 3((n-1)^2 + n^2) + n^2
\]

\[
= n^2 + 4n + 3.
\]

By (2.13) the space \( V_h \) is spanned by \( (n+2) \times (n+2) = n^2 + 4n + 4 \) basis functions:

\[
\{ \phi_{j,k}, \ -1 \leq j, k \leq n. \}
\]

It is not surprising that the number of basis functions in \( V_h \) is one higher than the dimension of \( S_2(\Omega_h) \). These \( (n+2)^2 \) basis functions \( \{ \phi_{jk} \} \) are linearly independent (on its supported domain \((-h,1+h)^2\)). But when restricted in the sub-domain \((0,1)^2\), they are not, because (see (3.2))

\[
u_1(x, y) = \sum_{j+k=\text{even}} \phi_{jk}(x, y) \equiv 1, \quad 0 \leq x, y \leq 1,
\]

\[
u_2(x, y) = \sum_{j+k=\text{odd}} \phi_{jk}(x, y) \equiv 1, \quad 0 \leq x, y \leq 1.
\]
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Therefore, we do have

\[ \dim V_h = \dim S_2(\Omega_h). \]

We next consider the subspace \( S_{2,0} \) of \( S_2(\Omega_h) \), i.e., the subspace in which the functions have homogeneous boundary conditions:

\[ S_{2,0} = \left\{ u \in S_2(\Omega_h) \mid u|_{\partial \Omega} = 0, \quad \partial u \bigg|_{\partial \Omega} = 0 \right\}. \]

From the analysis in Section 2, \( S_{2,0} \subset V_h \). Let \( u \in V_h \). Considering \( u \) on a boundary edge \( AB \) shown in Figures 8 and 9, because

\[
\begin{align*}
    u(A) &= 0, \quad u\left(\frac{A + B}{2}\right) = 0, \quad u(B) = 0, \\
    \frac{\partial u}{\partial n}(A) &= 0, \quad \frac{\partial u}{\partial n}(B) = 0,
\end{align*}
\]

we consider only 6 basis functions \( \phi_{jk} \) (see (2.13)) which have a support over \( AB \). There six basis functions are centered at the 6 boundary squares, either inside \( \Omega \) or outside \( \Omega \), having \( A \) or \( B \) or both as a vertex or vertices. We can easily obtain the six coefficients of these six basis functions by solving a 5 by 6 homogeneous linear system of equations. For example, if \( AB \) is a corner edge as shown in Figure 9, then by conditions (3.10),

\[
    u|_{AB} = c(\phi_{-1,-1} - \phi_{0,-1} + \phi_{1,-1} - \phi_{-1,0} + \phi_{0,0} - \phi_{1,0})
\]

for some constant \( c \) (might be zero). As (3.10) holds on all boundary edges, we conclude that all \( u \in S_{2,0} \) form a one-dimensional vector space when restricted on \( \partial \Omega \), i.e., their coefficients are a common multiple of \( \pm 1 \) shown in Figure 9. Now, because equations (3.10) hold on the two boundary edges of \( Q_{0,0} \), \( u \) must be identical zero on the two subtriangles \( T_1 \) and \( T_2 \) of \( Q_{0,0} \) at the corner \((0,0)\); see Figure 2. This leads to a conclusion that the coefficient of \( u \) for \( \phi_{-1,-1} \) is zero. Therefore the coefficients of \( u \) for all boundary \( \phi_{j,k} \) are zero. Therefore, \( u \in V_{h,0} \).

We conclude that the Strang’s conjecture holds for \( C1-P2 \) spaces with homogeneous boundary conditions too, i.e.,

\[ \dim(S_{2,0}) = \dim(V_{h,0}). \]

To show that the Strang’s conjecture on the dimensions of \( C1 \) piecewise polynomials is quite complicated, we gave two naive ways of counting \( \dim(S_{2,0}) \). Let \( u \in S_{2,0} \). Because \( u \) is a polynomial of degree two on a boundary triangle \( ABC \) (see Figure 8), \( u|_{AB} = 0 \) and \( \frac{\partial u}{\partial n}|_{AB} = 0 \), we have 5 restrictions posted on \( u|_{\triangle ABC} \), listed in (3.10). So \( u|_{\triangle ABC} \) is uniquely

![Figure 8: The restrictions on \( S_2 \) by the homogeneous boundary conditions.](image-url)
determined by the last degree of freedom, the value $u(C)$. We may conclude that we have 5 restrictions on each boundary edge for $u$, and that the total number of restrictions on $u$ is

$$5E_b - 2V_b = 5(4n) - 2(4n) = 12n,$$

where $E_b$ and $V_b$ are number of boundary edges and vertices, respectively. Therefore we may claim incorrectly that $\dim S_{2,0} = \dim S_2 - 12n = n^2 - 8n + 3$. It is too low.

Let us try above arguments again (and incorrectly again.) We have 5 restrictions on $u$ due to the boundary conditions (3.10). $u$ is determined by the “last degree of freedom”, $u(C)$. Because of the $C_1$ continuity on edge $AC$ (see Figure 8), again we have five restrictions on $u|_{\triangle ACD}$. So, in turn, $u|_{\triangle ACD}$ is uniquely determined by the last freedom, the value $u(D)$. Repeating the same argument on $\triangle ADE$ and $\triangle AEF$, we conclude that there is “only one” restriction on $u$ at the edge $AF$, i.e., the nodal value

$$u(F) = 0.$$

Sequentially on the rest $4n - 3$ boundary vertices, we obtain the zero nodal value restriction only for $S_{2,0}$ functions. The total restrictions at the boundary is

$$R = 5 + 1 + (4n - 3) = 4n + 3.$$

Therefore, by (3.9), we get a too high number, $\dim S_{2,0}(\Omega) = n^2$.

Why do we post too many restrictions (3 per vertex) in the first try, but too few restrictions (1 per vertex) in the second try? This can be seen easily at a corner vertex. Let us assume $B$ is a corner vertex of $\Omega$. When we post 5 restrictions (3.10) on $u \in S_2$ at the edges $AB$ and $BZ$ (see Figure 8), we can see the freedom $u(C)$ disappears, i.e., $u(C) = 0$ because of the $C_1$ restriction on edge $BC$. Thus, the constraints on piecewise polynomials do depend on the configuration of triangulations.

4 Numerical tests

We will perform a simple numerical test on the newly proposed $C_1$ element. We will solve the biharmonic equation (3.6) on the unit square $(0,1)^2$, where the exact solution is

$$u(x,y) = 2^8(x(1-x)y(1-y))^2,$$

Then in (3.6) $f(x,y) = \Delta^2 u$. The exact solution is like the numerical solution, plotted in Figure 10.
We simply connecting the four corners of the square domain to get our first level triangulation; see the lower-central graph in Figure 11. Then we recursively refine each grid by subdividing each triangle into 4 subtriangles with 4 mid-edge points introduced. However, different from the traditional multigrid refinement shown on the left in Figure 11, we use the right refinement there, i.e., connecting the midpoint of the longest edge to the opposite vertex. Under this new type of refinement, a criss-cross grid will be refined into another criss-cross grid (lower-right graph in Figure 11). But the traditional multigrid refinement of a criss-cross grid would not generate a criss-cross grid (lower-left graph in Figure 11).

In Table 1, we list the errors between the exact solution and the finite element solutions at several levels. The order of convergence of the finite element is consistent with that stated in Theorem 3.3.

Finally we make a numerical comparison between the new $C_1$-$P_2$ element and the Powell-Sabin element. The two elements are not quite comparable as the new $C_1$-$P_2$ element works on uniform grids only. But in this case, the new $C_1$-$P_2$ element is better both in coding simplicity and in computation efficiency. One Power-Sabin grid, used in our numerical test, is plotted in Figure 1(A), which is described as $4 \times 4$ grid in Table 2.

In Table 2, we can see that the number of triangles for the Powell-Sabin element is three times of that for the new $C_1$-$P_2$ element, in the $\#(\Omega_h)$ columns. The number of unknowns in the linear system for the Powell-Sabin element is $3(n - 1)^2$, on a $(n \times n)$ grid, while that for
the new $C_1$-$P_2$ element is only $(n - 2)^2$. However, the $H_2$ error for the new element is slightly smaller. The nodal error $\|e_h\|_{L^\infty} = \|u - u_h\|_{L^\infty}$ is a little better for the Powell-Sabin element.

An advantage of the new basis for criss-cross grids is that it does not involve derivatives and it would produce a better condition number in general. In Table 2, we use $n_i$ to denote the number of conjugate-gradient iterations. Without a diagonal scaling, i.e., scaling the derivative nodal basis by $h^{-1}$, the iteration number $n_1$ is huge for Powell-Sabin elements. By the $h^{-1}$-scaling, the condition number of the Powell-Sabin linear system would be reduced back to $O(h^{-4})$ and the number of iterations $n_2$ would be normal, though it is still more than 4 times bigger than that for the criss-cross grids ($n_0$) due to more unknowns. We would emphasize that the $h^{-1}$-scaling (and a $h^{-2}$-scaling for $d^2v/dx^2$-type basis functions) is necessary in the multigrid method in order to keep the constant rate of the iteration ([32]), cf. [3], [33], [18] and [31] for more information.

Table 2: Comparison of new $C_1$-$P_2$ and Powell-Sabin elements.

| Grid  | $\#(\Omega_h)$ | $\dim V_h$ | $n_0$ | $\#(\Omega_h)$ | $\dim V_h$ | $n_1$ | $n_2$ | $\|e_h\|_{L^\infty}$ | $e_h|_{H_2}$ |
|-------|----------------|------------|-------|----------------|------------|-------|-------|----------------|-----------|
| $2 \times 2$ | 16 | 0 | 0 | 48 | 3 | 2 | 2 | 0.6913 | 16.59 |
| $4 \times 4$ | 64 | 4 | 3 | 192 | 27 | 17 | 14 | 0.1525 | 8.45 |
| $8 \times 8$ | 256 | 36 | 8 | 768 | 147 | 169 | 82 | 0.0378 | 4.49 |
| $16 \times 16$ | 1024 | 196 | 32 | 3072 | 675 | 1155 | 370 | 0.0092 | 2.29 |
| $32 \times 32$ | 4096 | 900 | 139 | 12288 | 2883 | 5275 | 1249 | 0.0023 | 1.15 |
| $64 \times 64$ | 16384 | 3844 | 878 | 49152 | 11907 | 21993 | 4776 | 0.0005 | 0.57 |
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