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Natural to minimize the *expected prediction error*.

\[
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\]

For example, if \( X \in \mathbb{R}^p \) and \( Y \in \mathbb{R} \) have a *joint density* \( f : \mathbb{R}^p \times \mathbb{R} \to [0, \infty) \), then we want to choose \( g \) to minimize

\[
\int_{\mathbb{R}^p \times \mathbb{R}} (y - g(x))^2 f(x, y) \, dx \, dy.
\]

**Recall** the iterated expectations theorem:

- Let \( Z_1, Z_2 \) be random variables.
- Then \( h(z_2) = E(Z_1|Z_2 = z_2) = \) expected value of \( Z_1 \) w.r.t. the conditional distribution of \( Z_1 \) given \( Z_2 = z_2 \).
- We define \( E(Z_1|Z_2) = h(Z_2) \).

Now:

\[
E(Z_1) = E(E(Z_1|Z_2)).
\]
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Therefore, to minimize $\text{EPE}(f)$, it suffices to choose

\[
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Expanding:
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Best prediction: average given $X = x$. 
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Other loss functions

We saw that
\[ g(x) := \arg\min_{c \in \mathbb{R}} E[(Y - c)^2 | X = x] = E(Y | X = x). \]

Suppose instead we work with \( L(Y, g(X)) = |Y - g(X)|. \)

Applying the same argument, we obtain

\[ g(x) = \arg\min_{c \in \mathbb{R}} E[|Y - c| | X = x]. \]

**Problem:** If \( X \) has density \( f_X \), what is the min of \( E(|X - c|) \) over \( c \)?

\[
E(|X - c|) = \int |x - c| \ f_X(x) \ dx
\]

\[
= \int_{-\infty}^{c} (c - x) \ f_X(x) \ dx + \int_{c}^{\infty} (x - c) \ f_X(x) \ dx.
\]

Now, differentiate

\[
\frac{d}{dc} E(|X - c|) = \frac{d}{dc} \int_{-\infty}^{c} (c - x) \ f_X(x) \ dx + \frac{d}{dc} \int_{c}^{\infty} (x - c) \ f_X(x) \ dx
\]
Recall:
\[
\frac{d}{dx} \int_{a}^{x} h(t) \, dt = h(x).
\]

Here, we have
\[
\frac{d}{dc} \int_{-\infty}^{c} f_X(x) \, dx - \int_{-\infty}^{c} x f_X(x) \, dx + \frac{d}{dc} \int_{c}^{\infty} x f_X(x) \, dx - c \int_{c}^{\infty} f_X(x) \, dx
\]
\[
= \int_{-\infty}^{c} f_X(x) \, dx - \int_{c}^{\infty} f_X(x) \, dx.
\]
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Recall:

$$\frac{d}{dx} \int_{a}^{x} h(t) \, dt = h(x).$$

Here, we have

$$\frac{d}{dc} \left( \int_{-\infty}^{c} f_X(x) \, dx - \int_{-\infty}^{c} x f_X(x) \, dx + \int_{c}^{\infty} x f_X(x) \, dx - c \int_{c}^{\infty} f_X(x) \, dx \right)$$

$$= \int_{-\infty}^{c} f_X(x) \, dx - \int_{c}^{\infty} f_X(x) \, dx.$$

Check! (Use product rule and $\int_{c}^{\infty} = \int_{-\infty}^{\infty} - \int_{-\infty}^{c}$.)

**Conclusion:** $\frac{d}{dc} E(|X - c|) = 0$ iff $c$ is such that $F_X(c) = 1/2$. So the minimum of obtained when $c = \text{median}(X)$. 
Other loss functions (cont.)

Recall:

\[
\frac{d}{dx} \int_a^x h(t) \, dt = h(x).
\]

Here, we have

\[
\frac{d}{dc} \left( \int_{-\infty}^c f_X(x) \, dx - \int_{-\infty}^c x f_X(x) \, dx + \int_0^c x f_X(x) \, dx \right) - c \int_0^c f_X(x) \, dx
\]

\[
= \int_{-\infty}^c f_X(x) \, dx - \int_c^\infty f_X(x) \, dx.
\]

Check! (Use product rule and \( \int_0^\infty = \int_{-\infty}^\infty - \int_{-\infty}^c \).)

**Conclusion:** \( \frac{d}{dc} E(|X - c|) = 0 \) iff \( c \) is such that \( F_X(c) = 1/2 \). So the minimum of obtained when \( c = \text{median}(X) \).

Going back to our problem:

\[
g(x) = \arg\min_{c \in \mathbb{R}} \mathbb{E}[|Y - c| \mid X = x] = \text{median}(Y \mid X = x).
\]
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